bigNN: an open-source big data toolkit focused on biomedical sentence classification
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Abstract—Every single day, a massive amount of text data is generated by different medical data sources, such as scientific literature, medical web pages, health-related social media, clinical notes, and drug reviews. Processing this wealth of data is indeed a daunting task, and it forces us to adopt smart and scalable computational strategies, including machine intelligence, big data analytics, and distributed architecture. In this contribution, we designed and developed an open-source big data neural network toolkit, namely bigNN which tackles the problem of large-scale biomedical text classification in an efficient fashion, facilitating fast prototyping and reproducible text analytics researches. bigNN scales up a word2vec-based neural network model over Apache Spark 2.10 and Hadoop Distributed File System (HDFS) 2.7.3, allowing for more efficient big data sentence classification. The toolkit supports big data computing, and simplifies rapid application development in sentence analysis by allowing users to configure and examine different internal parameters of both Apache Spark and the neural network model. bigNN is fully documented, and it is publicly and freely available at https://github.com/bircatmcri/bigNN.

Index Terms—Big Data Computing, Big Data Biomedical Text Classification, Open-Source Big Data Neural Network.

I. INTRODUCTION

Every minute, hundreds of thousands of text data records are turned out through diverse medical data sources. With this extensive growth of computerized text data generated in medical literature, text categorization becomes essential to systematically manage and analyze such data sources. Text classification has been around for several years in medical and health informatics [1], [2], [3], [4], [5], and one of the most commonly used solutions for this type of problem has been supervised machine learning approach which is defined by identification of categories of new text data records, based on the probability proposed by pre-defined labeled training data. There are two major steps in text classification, feature extraction from the corpus, and classification using one of several available strategies.

The bag-of-words (BOW) known as a traditional data representation approach has been a widely used feature engineering method in text analytics, where it offers a simple text classification mechanism such that the frequency of occurrence of every single word and/or TF-IDF (term frequency-inverse document frequency) in the documents are employed as a feature vector to train a classifier (e.g., SVM, naïve Bayes, Decision Tree, Logistic Regression) [4], [6], [7], [8], [9], [5]. The BOW representation carefully keeps word intensities across all documents, but it dissembles grammar, semantics, and word order. In contrast, the word2vector (word2vec) algorithm [10] which was originally developed at Google, offers an excellent contribution to the text analytics community, because it maintains word order, grammar, and semantics within the corpus, based on a given training set. The model converts words into a well-organized vector representation model whose embedded features hold semantic meaning that boosts text classification in an accurate and reliable manner. Word2vec comes with a two-layer neural network architectural model that takes text documents as an input, and makes a set of vectors for each word in the corpus. It then groups the vectors of similar words together in a vector space, training words against other words that neighbor them in the input text documents [10], [11], [12]. The motivations of this work are to revisit the state-of-the-art in medical text classification to fulfill the following objectives: (1) Bringing an advanced neural network model to the text analytics community that assists accurate, efficient, and scalable text classification on top of the big data infrastructures, including Apache Spark and HDFS, and (2) Allowing rapid application development and fast prototyping of medical text analytics solutions by developing an open-source toolkit for the fast-growing health informatics community. We briefly summarize our main contributions as follows:

• Big data challenge our traditional computational methods in size, complexity, and velocity [13], [14], and there exists a pressing need to develop efficient tool sets to harness this wealth of data more efficiently. Inspired by the word2vec neural network model, we initiated the development of an open-source, scalable, platform independent, and highly configurable big data text classification component on top of the Apache Spark and HDFS, and made it publicly and freely available to the research community worldwide.
• Big data computing, and particularly big data neural networks are complicated in code, and their implementations are available for only a few software platforms. This practical restriction causes different difficulties to utilize them, and it makes various challenges to establish novel experiments and design new research ideas. As an important contribution, the proposed system facilitates rapid application development (RAD), and it boosts fast prototyping and reproducible research for biomedical text analytics community.

• Combining a variety of the internal neural network parameters, we presented a predictive model that obtained the auROC of 0.875 on a massive dataset downloaded from PubMed [15]. Using a moderate size of data, we were able to obtain the auROC of 0.904.

• We performed a study to compare the proposed predictive model with widely used classification algorithms, such as SVM and naïve Bayes using a BOW feature set.

• The proposed big data computing system, namely bigNN demonstrates the potential for mining big data scientific articles, and it offers a variety of technical advantages, such as interoperability, reusability, flexibility, and scalability, and because of its flexibility and speed, there is an opportunity to implement near real-time classification of new articles published everyday.

The organization of the paper is as follows. We begin by explaining the materials and methods in Section II. Experimental validations, including the test bed, dataset attributes, performance analysis, and a comparative study are described in Section III. We then further discuss the work in Section IV. Section V concludes the work and discusses future applications and research avenues.

II. MATERIALS AND METHODS

To make the paper self-contained, we shall first begin with a brief explanation of word2vec neural network model, and then delve into the software architectural model of the bigNN.

A. Word2vec Neural Network

Word2vec is a feedforward neural network model which has been able to tackle several text analytics problems, ranging from dependency parsing [16], [17] and named entity recognition [18], [19] to text classification [20], [21] and word clustering [22]. The model takes a text corpus as an input and creates a set of vectors for each word in the corpus. It then groups vectors of similar words together in a vector space, training words against other words that neighbor them in the input text corpus [23], [24], [25]. Word2vec is categorized into two different learning strategies: (1) Continuous bag-of-words (CBOW), and (2) Skip-gram. While the CBOW predicts a target word given a context, the skip-gram predicts a target context given a word [10]. These learning mechanisms of word2vec model are basically shallow neural networks; however, the representations acquired by them can be used in various applications of deep learning. In the skip-gram learning model, the target word is at the input layer and the context words would appear on the output layer. In the bigNN software, we used the skip-gram method since it is much more appropriate to large-scale datasets [11].

Before delving into the explanation of the word2vec skip-gram neural network model, we shall begin with the way that word2vec represents vectors of words in a corpus. Figure 1 presents an example of word2vec vector representations for five words (W1 to W5) amongst three different sentences (Sentence 1 to Sentence 3). In this example, we used a Window Size of 2, which is one of the Word2vec internal parameters that defines the context window. Using a Window Size of 2 in the example indicates that the vector of word W1 is directly affected by the word W2 and W5, and W2 can be directly affected by W1, W3, W4, and W5.

Using the skip-gram method, words are read into the vector one at a time, and scanned back and forth within a certain range. Those ranges are N-grams [12], [26]. An N-gram is a contiguous sequence of N terms from a given sentence. The N-gram is then fed into a neural network to account the significance of a given word vector. A skip-gram has the training complexity architecture as follows:

\[ Q = C \times (D + D \times \log_2(V)) \]  

where C is an integer that represents the maximum distance for the words, D are word representations, and V is the dimensionality. For every training word, we will randomly choose a number R in range \(< 1; C >\) and use R words from history, and R words from the future of the chosen word as the correct labels [11], [23]. This requires us to do \( R \times 2 \) word classifications with the selected word as input and each of the \( R+R \) words as output. By using the binary tree representation of the vocabulary, the number of output units that requires evaluation could come down to approximately \( \log_2(V) \) [11], [23], [24], [26], [25], [27]. The skip-gram neural
network architectural model is shown in Figure 2. \(v_{wj}\) is used to define the input vector of the only word on the input layer. The weights between the input layer and the output layer could be a different weight matrix \(w\) where each row of \(W\) is the N-dimensional vector representation of the related word of the input layer.

Row \(i\) of \(W\) is \(v_{wi}^T\), and given a word (context) along with two assumptions as \(x_k = 1\) and \(x_{k'} = 0\) for \(k' \neq k\), we will have the definition of the hidden layer outputs \(h\) as equation (2) such that it copies the \(k\)-th row of \(W\) to \(h\), \(v_{wj}\) is the vector representation of the input word \(w_j\), and it shows that the activation function of the hidden layer units is linear [10], [23].

\[
h = W^T x = W_{(k,\cdot)}^T := v_{wi}^T
\]  

(2)

Here, from the hidden layer to the output layer, there will be a different weight matrix \(w'\) which is an \(N \times V\) matrix as \(w_{j}'\). Employing the entire weights, the score \(u_j\) for every word in the context could be estimated as:

\[
u_j = v_{wj}' h
\]  

(3)

where \(v_{wj}'\) is the \(j\)-th column of the matrix \(W'\). In the output layer, every output is calculated using the same hidden \(h\) output matrix as equation (4).

\[
p(w_{c,j} = w_{O,c}|w_I) = \frac{\exp(u_{c,j})}{\sum_{j'=1}^{V} \exp(u_{j'})}
\]  

(4)

where \(w_{c,j}\) is the \(j\)-th word on the \(c\)-th panel of the output layer, \(w_{O,c}\) is the exact \(c\)-th word in the output context words, \(w_I\) is the input word, \(y_{c,j}\) is the output of the \(j\)-th unit on the \(c\)-th panel of the output layer, and \(u_{c,j}\) is the neural network input of the \(j\)-th unit on the \(c\)-th panel of the output layer.

Since the output layer panels are sharing the same weights together, therefore:

\[
u_{c,j} = u_j = v_{wj}' h_i \quad \text{for} \ c = 1, 2, ..., C
\]  

(5)

where \(V_{wj}'\) is the output vector of the \(j\)-th word in the vocabulary, and \(w_j\) as well as \(V_{wj}'\) are taken from a column of the hidden \(\rightarrow\) output weight matrix \(W'\).

B. bigNN Software Architectural Model

The bigNN software architectural model is shown in Figure 3. One can see that the proposed architectural model deploys across disk (HDD) and main memory (RAM). The software architectural model of the proposed system consists of two different functionalities, including text pre-processing and neural network learning model. Text pre-processing involves four different tasks. Document normalization focuses on biomedical terms such as diseases (e.g., cancer types, including lung cancer, breast cancer), facts (e.g., gene, pathway), and named entities (e.g., drugs, adverse events, indications) to consistently deal with the text data towards further processing steps. Once we have a normalized text data, we need to break it up into words, terms, symbols, or elements called tokens. To avoid learning from noisy data, stop-words (e.g., all, about, across) should be eliminated, and in some cases word stemming which turns words to their word stem is required. Neural network learning components are responsible to train, test, make, and evaluate a predictive model using word2vec feedforward neural network algorithm. Text pre-processing and neural network modules run on main memory using Apache Spark 2.10, and the given labeled/unlabeled text files could be read through local file system and/or Hadoop Distributed File System (HDFS). Apache Spark [28] is an open source platform for big data processing built around speed, performance, scalability and sophisticated analytics. From the implementation perspective, the bigNN spreads across several packages, all implemented by Java j2SE 8 programming language. The system was designed and developed on a big data infrastructure, including Apache Hadoop cluster, Apache Spark components, and Deeplearning4j [11] which is an open-source and distributed deep learning library built for the Java community. Names and a brief description of developed packages are illustrated in Table I.

A sample output of the system is also shown in the following. As you see in the following sample output, the cosine distance similarity [29], [30] which is the normalized dot product between vectors is finally measured to find the best fitness class for a sentence.

**Accuracy**: 0.8927731092436975  
**Precision**: 0.9230434782608696  
**Recall**: 0.9006172839506173

Document: 'ADEs' which is the file at: home/local/ADEs_dataset/Dataset/95.txt falls into the following categories:  
ADEs Class: 0.4761768770217895  
NO-ADEs Class: -0.137755105495453
Fig. 3. The bigNN workflow and its architectural model. The architectural model deploys across disk and main memory. The workflow includes two major modules, the text pre-processing modules which provide text normalization, tokenization, and stemming, and the neural network learning modules that utilize the word2vec algorithm to make a predictive model. After the predictive model is trained and evaluated, it can be used on new unlabeled data records.

### III. EXPERIMENTAL VALIDATIONS

Several extensive experiments were performed to examine the quality attributes of the bigNN. In this section, we utilize real data to investigate the performance of bigNN on sentence and also short-length text classification. What we mean by short-length text data is a summary or an abstract of a scientific article. We shall begin with introducing the test bed and the proposed datasets.

#### A. Test Bed

From the computational side, two VMs in a VMWARE Cluster environment, each running a 64-bit CentOS 6.8 operating system with 8 vCPUs, 16 GB RAM, and 1 TB HDD in total hosted on a Xeon E5-2690V3 2.6 GHz CPU, were used to obtain the experimental results.

#### B. Datasets

To examine the reliability and performance of bigNN, a set of text classification datasets were required. The proposed datasets are presented in Table II. The first dataset called ADEs, and it includes 21,789 sentences related to an adverse drug events (ADEs) study. The dataset was divided into two different categories of sentences identified as ADEs and No-ADEs. The ADEs class refers to those sentences indicating a drug is the cause of an adverse drug event (e.g., aspirin-bleeding), and the No-ADEs class for sentences not describing a drug adverse-event relationship. The dataset was manually annotated by human experts in health informatics domain as explained in [31]. The second dataset called Human Diseases, and it includes 7,037,269 abstracts downloaded from PubMed [15], and they were related to 11 different human diseases, such as Alzheimer, Cardiovascular, Diabetes, and Cancer diseases. The abstracts were downloaded using the advanced search of PubMed which is available at [32]. The query used to download skin cancer related abstracts was as follows. Similar queries were employed for other diseases.

```
((skin cancers[MeSH Terms]) AND "1985/01/01"[Date - MeSH] : "2017/07/20"[Date - MeSH])
AND English[Language])
```

### TABLE II

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>Number of Classes &amp; Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ADEs</strong></td>
<td></td>
</tr>
<tr>
<td>Number ofClasses: 2</td>
<td></td>
</tr>
<tr>
<td>Total Number of Instances: 21,789</td>
<td></td>
</tr>
<tr>
<td>ADEs: 10,371</td>
<td></td>
</tr>
<tr>
<td>No-ADEs: 11,418</td>
<td></td>
</tr>
<tr>
<td><strong>Human Diseases</strong></td>
<td></td>
</tr>
<tr>
<td>Number of Classes: 11</td>
<td></td>
</tr>
<tr>
<td>Total Number of Instances: 7,037,269</td>
<td></td>
</tr>
<tr>
<td>Asthma and Bronchial Diseases: 641,637</td>
<td></td>
</tr>
<tr>
<td>Cardiovascular Diseases: 2,411,012</td>
<td></td>
</tr>
<tr>
<td>Brain Cancer: 533,628</td>
<td></td>
</tr>
<tr>
<td>Breast Cancer: 251,365</td>
<td></td>
</tr>
<tr>
<td>Lung Cancer: 199,249</td>
<td></td>
</tr>
<tr>
<td>Skin Cancer: 86,621</td>
<td></td>
</tr>
<tr>
<td>Diabetes: 718,522</td>
<td></td>
</tr>
<tr>
<td>Heart Diseases: 1,004,850</td>
<td></td>
</tr>
<tr>
<td>HIV/AIDS: 570,857</td>
<td></td>
</tr>
<tr>
<td>Tuberculosis: 409,211</td>
<td></td>
</tr>
<tr>
<td>Alzheimer: 210,317</td>
<td></td>
</tr>
</tbody>
</table>

C. Performance Analysis

We analyzed the performance of bigNN on the datasets illustrated in Table II. Accuracy, precision, and recall obtained by the experiment are shown in Table III. The first column shows the dataset used to accomplish every experiment. The second column describes a configuration setup of the internal bigNN neural network parameters. WS stands for Window Size, and it defines context windows size to generate a vector representation for words across the documents (as it was shown in Figure 1). MWF stands for minimum word frequency and it allows ignoring all words in the vocabulary with total occurrences lower than MWF value. EP stands for Epoch, and this is the number of forward and backward passes of all training examples, so that the neural network can learn from the data. ITR stands for Iteration and it
defines number of iterations done for each mini-batch during a training. This does not reflect the time of text-preprocessing tasks, such as normalization and tokenization. Figures 4 and 5 present the bigNN training time across ADEs and Human Diseases datasets respectively. Analyzing the training record error values against different number of training EPs is also of paramount importance to study a neural network predictive model. Figure 6 plots the training record error values against different EP values across two datasets. For the ADEs dataset, the best validation performance is 0.05383 at EP 20. (and for the Human Diseases dataset, the best validation performance is 2.812 at EP 29. The results illustrated in these experiments clearly show that a greater EP along with a greater ITR tend to be useful across both datasets, but it requires a longer training time to learn from the data. It also shows that the Windows Size (WS) depends on the problem, and it could be tuned based on the dataset size. We performed further experiments using higher value of EPs, and realized that changing the value of EPs in small quantities (e.g., 5 to 25) leads to an increase in accuracy, and the increased rates are statistically significant, while using larger quantities (e.g., 25 to 45), the impact will not be significant.

We also compared the best area under the curve (AUC) results obtained by bigNN across the datasets. Figure 7 presents this comparison. The figure shows that AUC of ADEs represents better results comparing to Human Diseases dataset. One reason could be the Human Diseases dataset suffers from a much larger vocabulary size than the ADEs.

**D. Comparative Study**

Table IV compares the best prediction results obtained by the bigNN system with traditional BOW method composed with SVM, Decision Tree, naïve Bayes, and Logistic Regression classifiers. Regarding the BOW feature set, we utilized a combination of uni-grams, bi-grams, and part of speech tagging (POS) across the corpus. For each of the datasets described here, we split the data randomly as 75% to train and 25% to test the predictive model. The best accuracy results using our proposed predictive model were obtained by a con-
TABLE IV
A COMPARATIVE STUDY OF bigNN AND BOW MODELS. THE BEST ACCURACY RESULTS OBTAINED BY THE bigNN ARE COMPARED WITH TRADITIONAL BOW COMPOSED WITH SVM, DECISION TREE, NAIVE BAYES, AND LOGISTIC REGRESSION ALGORITHMS.

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>Learning Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
<th>ROC AUC</th>
<th>Training time (min.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADEs</td>
<td>bigNN</td>
<td>91.5%</td>
<td>92.0%</td>
<td>89.1%</td>
<td>0.904</td>
<td>0.904</td>
<td>65.2</td>
</tr>
<tr>
<td></td>
<td>BOW+SVM</td>
<td>83.1%</td>
<td>82.7%</td>
<td>83.2%</td>
<td>0.811</td>
<td>0.811</td>
<td>84.3</td>
</tr>
<tr>
<td></td>
<td>BOW+Decision Tree</td>
<td>80.1%</td>
<td>81.5%</td>
<td>80.4%</td>
<td>0.804</td>
<td>0.804</td>
<td>63.5</td>
</tr>
<tr>
<td></td>
<td>BOW+Naive Bayes</td>
<td>81.7%</td>
<td>80.7%</td>
<td>81.9%</td>
<td>0.807</td>
<td>0.807</td>
<td>70.8</td>
</tr>
<tr>
<td></td>
<td>BOW+logistic regression</td>
<td>80.1%</td>
<td>81.6%</td>
<td>81.4%</td>
<td>0.808</td>
<td>0.808</td>
<td>73.8</td>
</tr>
<tr>
<td>Human Diseases</td>
<td>bigNN</td>
<td>86.7%</td>
<td>88.8%</td>
<td>89.2%</td>
<td>0.875</td>
<td>0.875</td>
<td>550.5</td>
</tr>
<tr>
<td></td>
<td>BOW+SVM</td>
<td>88.5%</td>
<td>87.1%</td>
<td>88.4%</td>
<td>0.883</td>
<td>0.883</td>
<td>611.8</td>
</tr>
<tr>
<td></td>
<td>BOW+Decision Tree</td>
<td>81.6%</td>
<td>83.4%</td>
<td>82.0%</td>
<td>0.805</td>
<td>0.805</td>
<td>554.1</td>
</tr>
<tr>
<td></td>
<td>BOW+Naive Bayes</td>
<td>82.2%</td>
<td>83.7%</td>
<td>81.6%</td>
<td>0.817</td>
<td>0.817</td>
<td>581.5</td>
</tr>
<tr>
<td></td>
<td>BOW+logistic regression</td>
<td>82.4%</td>
<td>82.5%</td>
<td>82.0%</td>
<td>0.806</td>
<td>0.806</td>
<td>588.3</td>
</tr>
</tbody>
</table>

We summarize the experimental validations in the following:

- A greater Epoch (EP) along with a greater Iteration (ITR) tend to be useful over the datasets, and the result using EP of 25 versus EP of 5 is statistically significant at p
artificial neural networks, and big data infrastructure which technologies, including natural language processing (NLP), classification software that is designed to be both scalable system, bigNN, is capable of doing just that. It is a text biomedical text mining system is a high performance text scalable text mining solutions using modern machine learning does the need to design and develop highly accurate and to name a few. As these data sources continue to grow, so can be discovered. These discoveries can benefit any number medications, genomics, adverse events, and other findings reported findings and scientific articles, associations between words, namely abstracts of scientific articles, in an efficient and accurate fashion.

This work demonstrates the ability of bigNN to handle diverse datasets and classification problems by training the bigNN using both moderate and large datasets and applying binary and multi-class classification to the ADEs dataset and the Human Diseases dataset respectively. Furthermore, we were able to utilize the system to apply a binary classification of over one hundred million sentences to identify ADEs [31]. The bigNN is a highly customizable, robust framework that is a very important step towards knowledge discovery from biomedical text data. It demonstrates the potential for mining big data scientific articles. Because of its flexibility and speed, there is an opportunity to implement near real-time classification of new articles published everyday.

IV. DISCUSSION

There exists a rapid growth in the amount of biomedical text data generated through many different mediums, and making sense of it all can be a daunting task. However, processing and understanding this information can lead to new and exciting health discoveries. Through examining self-reported findings and scientific articles, associations between medications, genomics, adverse events, and other findings can be discovered. These discoveries can benefit any number of biomedical fields. Fields such as personalized medicine, decision support, pharmacogenomics, and drug repurposing, to name a few. As these data sources continue to grow, so does the need to design and develop highly accurate and scalable text mining solutions using modern machine learning algorithms.

The main step towards a computerized and comprehensive biomedical text mining system is a high performance text classification strategy in order to automatically classify a huge number of articles into proper categories. Our proposed system, bigNN, is capable of doing just that. It is a text classification software that is designed to be both scalable and efficient. We combined several advanced computational technologies, including natural language processing (NLP), artificial neural networks, and big data infrastructure which allowed us to classify information extracted from millions of abstracts. Being built on Apache Spark components sitting over an Apache Hadoop cluster allows our software to be scalable and efficient. Combining that infrastructure with a word2vec neural network model makes bigNN the ideal tool for word association discovery in the realms of biomedical publications and other online mediums. When compared with traditional BOW along with different classification algorithms, bigNN performs better in almost every metric. This makes our contribution a competitive option for biomedical text mining.

At the heart of bigNN is the word2vec neural network model. This model’s application has attracted attention in recent years, and many scientist and developers have already used and adapted it for research purposes [20] [21] [22] [23] [24]. The vector representations of words and phrases learned by word2vec neural network algorithm are able to keep semantic meanings and are thus very useful in many text analytics tasks. The present contribution focused on only one of many applications of word2vec neural network in text analytics, called sentence or short length text classification. In this paper, bigNN and its underlying algorithms and components enabled us to classify medical/health related sentences, or short length texts, namely abstracts of scientific articles, in an efficient and accurate fashion.

In this work, we design and develop bigNN, a tool set specializing in text classification built in a highly extensible framework that will allow for rapid text mining and classification. The proposed system offers promising results in sentence classification of short text data. It is publically and freely available for educational, research, and academic purposes. Based on the well-organized architecture of bigNN and its functional attributes, it has a remarkable impact on the text analytics community by bringing the modern word2vec neural network architectural model, which is distinguished from traditional text analytics methods, while allowing big data sentence analysis.

V. CONCLUSION AND OUTLOOK

In this work, we design and develop bigNN, a tool set specializing in text classification built in a highly extensible framework that will allow for rapid text mining and classification. The proposed system offers promising results in sentence classification of short text data. It is publically and freely available for educational, research, and academic purposes. Based on the well-organized architecture of bigNN and its functional attributes, it has a remarkable impact on the text analytics community by bringing the modern word2vec neural network architectural model, which is distinguished from traditional text analytics methods, while allowing big data sentence analysis.

Future work includes ways to improve the consistency of bigNN for sentence classification and its ability to handle long length text data classification. For classification purposes, the proposed system could incorporate TF-IDF along with other syntactic and semantic text data features plus a classifier to tackle the problem of text classification in a more reliable
way. To enhance bigNN in order to handle long length text data, a robust medical term tokenizer would be implemented.

Investigating additional application of bigNN in health informatics would also be a part of our future contributions. These contributions would lie in name entity recognition (e.g., protein and gene names), ontology extraction, information retrieval for biological processes and diseases, and pattern discovery to name a few. Through text classification, more can be learned from the novel research already being done and from patient reported findings on social media. Both of which will help to drive new initiatives and research opportunities.

With the flexibility and speed that bigNN provides, further work could be done to establish a near real-time data collection based on published articles and social media posts. In the case of ADE monitoring and discovery, this would allow researchers to identify possible drug and event correlations in an automated and efficient way. This can be essential for the development of drug safety guidelines and the protection of patient health.
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APPENDIX A
SUPPLEMENTARY MATERIALS

bigNN is fully documented, and it is publicly and freely available for any academic, educational, and research purposes. Supplementary materials can be found at https://github.com/bircatmcri/bigNN
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